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Outline

ÅData Centers Energy & Sustainability Problem

ÅSustainability in Data Centers

ÅEnergy Adaptation in Data Centers

ÅPower States and Management

ÅPower Management Methods

ÅNetwork Power Management

ÅStorage Power Management

ÅData Center Cooling

ÅCoordinated Power Management

ÅConclusions & Future Challenges
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ICT Power Growth until 2020

ÅIncrease in spite of power efficient designs

ïClients: 8x in number,  3X in power

ïData Centers: > 2X increase

ïNetwork: 3X increase

Network Clients

Data CenterTransmission, conversion
& distribution
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Need for Data Center Energy 
Efficiency

ÅIssues: 

ïConcentrated demand on 
power grids 

ïEnvironment  impact.

ïSustainability issue s ςuse 
of resources EPA DC power projections in 2007

ÅSubstantial energy consumption 

ï2007: ~1.5% of US total electricity consumption, $5.0B 
annual cost,20-40% of operational cost

ï2020: Up to 10% of total,  much higher fraction of 
operational cost. 
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Energy Use in Data Centers

Å Data Center Power Consumption

Å50% HVAC

Å20-35% Servers

Å10-25% Storage

Å5% Networking

Cooling 25%

Lighting 3%

Air Movmt 12%

Elec. Dist 10%
IT Equipment 

50%

Å Different Types of data centers

ÅCompute Centric (Ex: HPC)

Å35% Servers, 10% Storage, 5% Networking
ÅData Centric (Ex: Enterprise)

Å20% Servers, 25% Storage, 5% Networking
ÅAverage Case

Å25% Servers, 20% Storage, 5% Networking 
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IT Equipment Efficiency
50% power wasted!

Server
PSU

Rack 
supply

70-90% efficient

Ñ12, Ñ5V

Voltage
Regulators

90-95% efficient
CPU

Leakage & clock pwr

Fans

DRAM & Mem
controller

AdaptersStorage

280V

95% efficient Idle wasted power

Component Total Used Comments

CPU 80 60 Operating at 100% utilization

Fans 50 25 Temp. directed fan at 100% util

Memory (32 GB) 88 24 2GB DIMMS, 4W idle, 19W active

Hard drives 40 10 6 SATA drives, 25% busy

I/O adapters 20 4 25% disk, 15% network

Motherboard 22 12 N/S bridges & devices, VRôs, é

Total DC power 300 135

Power supply loss 50 7 14% Č 5% loss of AC input pwr

AC input power 350 142 > 50% of power is wasted



Does Mooreôs Law Solve the 

Problem?
ÅNo!

ïPer transistor power goes down as the feature size 

shrinks, but

ÅIncreasing number of transistors per chip

ÅIncreasing operational speeds  Č More power

ïVoltage margins already very small Č

ÅVoltage downshift to lower power is disappearing!

ÅItôs even worse é

ïWires donôt scale: nonlinear increase in power

ïIncreasing leakage current: present even when idle
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Technology Trends

ÅPower increase in-spite of feature size reduction

ïaƻǊŜ ǘǊŀƴǎƛǎǘƻǊǎΣ [ŜŀƪŀƎŜΣ ǿƛǊŜ ǇƻǿŜǊΣ ǎǿƛǘŎƘƛƴƎ ǊŀǘŜΣ Χ
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Technology Trends
²ƛǊŜǎ ŘƻƴΩǘ {ŎŀƭŜ

{ŜƳŀǘŜŎƘκ!/a ¢ƘŜǊƳŀƭ ϧ 5ŜǎƛƎƴ ƛƴ о5 L/ΩǎΣ нллт



Smart Energy Mgmt is Essential

ÅHardware Level

ïClock gating & other circuit mechanisms

ïAggressive power mgmt at each level 

ÅCPU cores, caches, interconnect, é

ÅSubsystems: CPU, DRAM, memcontroller, links, adapters, é

ïCoordination within and across level levels

ÅServer Level

ïFans, power supplies, system power states, ...

ïOS, SW, VM & app level power mgmt

ÅData Center Level

ïCooling & airflow management

ïCooling/thermal aware placement/scheduling, é
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Is Energy Efficiency Enough?

ÅOperational energy a substantial target to 

reduce, but é

ÅEnergy efficiency less important, its carbon 

footprint really matters

ÅData Centers are very infrastructure heavy

ïUse a lot of materials (metals, water, é)

ïA substantial carbon & energy footprint

ÅEnergy efficiency does not reduce energy 

usage!

ïRebound effect, Jevons paradox
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Cooling Infrastructure
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ÅCooling is very resource intensive

ÅLot of materials

ÅWater, much of which evaporates
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IT LOAD

Å9-10% distribution loss at power source

ÅLots of earthôs resources used (metals, rare earths, é)

Power Distribution Infrastructure



Overdesign

ÅOverdesign is the norm

ïData Center Level: Huge UPS, Generators, 

dist. frames, é

ïServer Level: Large power supplies, fans,    

heat sinks, é

ïOthers: All resource much larger than needed

ÅEngineered for worst case

ïHuge waste of power, materials, é

ÅExample: Power Supply

ïMost PS run at very low utilizations, 

especially for dual redundant PSUs

ïLow utilization Č Low efficiency

ÅVoltage regulators: Similar issues
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Efficiency vs. Load
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Sustainability Considerations in 

Data Centers

ÅFacilitate use of renewable energy

ïMust deal with variability in energy availability

ïAvailable energy may be inadequate.

ÅThrifty use of energy & materials in all stages

ïFree Cooling instead of CRAC

ïReduce size of UPS, generators, é

ïReduce capacities of power supplies, heat sinks, 

fans, é

ÅSmart adaptation to deal with undercapacity
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Data Center Energy Opportunities

Source: US DOE: Data Center Energy Efficiency Program 

Reduced Infrastructure & Demand Adaptation



Sustainability in Data Centers
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Powered by Renewable Energy

ÅLimit or eliminate energy 

draw from grid 

ïLess infrastructure & 

losses, but variable supply

ïNeed to consider impact on 

both computing & 

communications

ÅSimilar issues with 

unreliable grid supply

18

Need better power adaptability
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High Temperature Operation

ÅChiller-less data centers
ïLess energy/materials, 

but  space inefficient

ÅHigh temperature 
operation of 
comm./computing 
equipment
ïSmaller ToutletïTinlet 

ïDeal with occasionally 
hitting  temp. limits.
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Need smarter thermal adaptability
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