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A Data Centers Energy & Sustainability Problem
A Sustainability in Data Centers

A Energy Adaptation in Data Centers

A Power States and Management

A Power Management Methods

A Network Power Management

A Storage Power Management

A Data Center Cooling

A Coordinated Power Management

A Conclusions & Future Challenges
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ICT Power Growth until 2020

A Increase in spite of power efficient designs
I Clients: 8x in number, 3X in power
| Data Centers: > 2X increase
I Network: 3X increase
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Need for Data Center Energy
Efficiency

A Substantial energy consumption

i 2007: ~1.5% of US total electricity consumption, $5.0B
annual cost20-40% of operational cost

I 2020: Up to 10% of total, much higher fraction of
operational cost.

A Issues:

i Concentrated demand oni
power grids :

I Environment impact. ;
I Sustainabllity iIssuecuse

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011

of resources EPA DC power projections in 2007
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Energy Use In Data Centers

A Data Center Power Consumption
A 50% HVAC
A 20-35% Servers
A 10-25% Storage
A 5% Networking

A Different Types of data centers
A Compute Centric (Ex: HPC)

A35% ServerslO% Storage, 5% Networking
A Data Centric (Ex: Enterprise)

A20% Servers, 25% Storage, 5% Networking
A Average Case

A25% Servers, 20% Storage, 5% Networking
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IT EqQuipment Efficiency

50% power wasted!

Rack
supply 90-95% efficient Leakagec ﬁ S'OCk pwr
280V Server el
f12 sy Regulators DRAM & Mem
PSU controller

70-90% efficient

Fans Storage Adapters
95% efficient Idle wasted power
Component Total Used Comments

CPU Operating at 100% utilization

Fans Temp. directed fan at 100% util

Memory (32 GB) 2GB DIMMS, 4W idle, 19W active

Hard drives 6 SATA drives, 25% busy

I/O adapters 25% disk, 15% network

Motherboard N/S bridges & devices
Total DC power

Power supply loss 14% C 5% loss of AC input pwr

AC input power > 50% of power is wasted
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Does Mooreodos L a

Problem?
A No!
I Per transistor power goes down as the feature size
shrinks, but

A Increasing number of transistors per chip
A Increasing operational speeds C More power

i Voltage margins already very small C
A Voltage downshift to lower power is disappearing!

Altds even worse &
I Wires donot scale: nonline
I Increasing leakage current: present even when idle
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Technology Trends

A Power increase igpite of feature size reduction
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O Switcing Power, Logic H Switcing Power, Memory
O Leakage Power, Logic O Leakage Power, Memory
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Technology Trends
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Number of Repeaters is Exploding as a Power of 10 per 33% Shrink
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A fundamental Shift in technology has occurred in terms of interconnects
Mx resistance is increasing at an alarming rate
High Resistance drives repeater challenges

130nm-2000, 90nm-20K, 65nm-193K, 45nm ~2-3M

Costs us lots of power with buffers being the leakiest and accounting
for > 50% of logic leakage. -«
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Smart Energy Mgmt is Essential

A Hardware Level
I Clock gating & other circuit mechanisms

I Aggressive power mgmt at each level
ACPU cores, caches, Il nterconnect,
ASubsystems:CPU,DRAM,memcontroI | er , l i nk s,

T Coordination within and across level levels

A Server Level
I Fans, power supplies, system power states, ...
I OS, SW, VM & app level power mgmt

A Data Center Level
I Cooling & airflow management
I Cooling/ther mal aware placement
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Is Energy Efficiency Enough?

A Operational energy a substantial target to

reduce, b ut e

A Energy efficiency less important, its carbon
footprint really matters

A Data Centers are very infrastructure heavy
ifUse a | ot of materials ( me
I A substantial carbon & energy footprint

A Energy efficiency does not reduce energy
usage!
I Rebound effect, Jevons paradox
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Cooling Infrastructure

A Cooling is very resource intensive
A Lot of materials
A Water, much of which evaporates
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Power Distributiondnfrastructure

2.5MW Generator

~180 Gallons/hour ~1% loss in switch

gear and conductors

134

\\\\\\\M\M\

0.3% loss A 6% loss | 0.5% loss 1.0% loss
99.7% efficient 94% efficient 99.5% efficient 99.0% efficient

A9-10% distribution loss at power source
ALots of earthos resources used (
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Overdesign

A Overdesign is the norm
I Data Center Level: Huge UPS, Generators,

di st. frames, ¢&
I Server Level: Large power supplies, fans,
heat sinks, &

I Others: All resource much larger than needed

A Engineered for worst case
I Huge waste of pow:

A Example: Power Supply

I Most PS run at very low utilizations,
especially for dual redundant PSUs | Lower = Hgnen—

i Low utilization C Low efficiency

40 60 80 100

A Voltage regulators: Similar issues output load
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Sustainability Considerations In
Data Centers

A Facilitate use of renewable energy
I Must deal with variability in energy availability
I Avallable energy may be inadequate.

A Thrifty use of energy & materials in all stages
I Free Cooling instead of CRAC

I Reduce si ze of UPS, gener a
I Reduce capacities of power supplies, heat sinks,
fans, &

A Smart adaptation to deal with undercapacity
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Data Center Energy Opportunities

Server innovation Better air management
Virtualization | Move to liquid cooling

High efficiency Optimized chilled-water plants
power supplies Use of free cooling

Load management Heat recovery
SOl
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Server Load/ ;
copower | m— Cooling

nVversic Computing Equipment
Distribution Operations
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Reduced Infrastructure & Demand Adaptatig
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High voltage distribution .
High efficiency UPS systems Including fuel cells and

Efficient redundancy strategies e renewable sources

Use of DC power Generation < CHP applications
(Waste heat for cooling)

Source: US DOE: Data Center Energy Efficiency Program
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Powered by Renewable Energy

A Limit or eliminate energy
draw from grid

I Less infrastructure &
losses, but variable supply

I Need to consider impact on

both computing & | D

communications

A Similar issues with
unreliable grid supply
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High Temperature Operation

A Chiller-less data centers -
I Less energy/materials, e - -
but space inefficient

A High temperature
operation of

comm./computing

equipment

I Smaller Toutlet I Tinlet eSge-L AT

i Deal with occasionally g
hitting temp. limits. 3 A
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